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In this paper, we provide an overview of the use of molecular dynamics for
simulations involving energetic particles (Ar, F, and CFx) interacting with silicon
surfaces. The groups (including our own) that have performed this work are
seeking to advance the fundamental understanding of plasma interactions
at surfaces. Although this paper restricts itself largely to the systems bracketed
above, the approach and general mechanisms involved are applicable to a much
wider range of systems. Proper description of plasma-related systems generally
requires a large number of atoms in order to correctly characterize the
interactions. Consequently, the bulk of the present work, and the main focus of
the text, is based on classical molecular dynamics. In MD simulations, one of
the most critical considerations is the selection of the interatomic potential.
For simulations involving silicon etching, the choice is typically made between the
Stillinger–Weber and the Tersoff–Brenner potentials. An outline of the two
potentials is given, including efforts that have been made to improve and optimize
the potentials and their parameters. Subsequently, we focus on some of the
practical details involved in establishing the simulation process and outline how
various parameters (e.g. heat bath, relaxation time and cell size) influence the
simulation results. These sections deal with the influences of the heat bath
(application time, rising time), the time-step and total integration time of
molecular trajectories, the relaxation of the sample (during and post-etching) and
the sample size. The approach is essentially pedagogical in nature, and may be of
interest to those less familiar with the techniques. To illustrate the type of results
that can be produced we present a case study for 100 eV CFþ3 interacting with
a Si(100)-2� 1 surface at different sample temperatures (100–800K). The
simulations reveal details of the change in etch rate, the F-turnover and the
standing coverage of functional groups as a function of the temperature. Our
primary interest is in studies with relevance for plasma–surface interactions. We
discuss the general mechanisms that are most important in plasma–surface
interactions and give an overview of some of the wide range of results that have
been produced for various systems. The results presented illustrate that careful
consideration must be given to the precise configuration of the plasma system.
Numerous factors, including the chemical species, the energy and chemical mix of
the incident particles and the surface composition and structure can play a crucial
role in determining the net outcome of the interaction.
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1. Introduction

Fluorocarbon plasma etching and plasma-enhanced chemical vapour deposition

techniques are widely employed in scientific experiments and the microelectronic industries

[1–8]. Plasma environments are inherently very complicated, consisting of ions, electrons

and radicals. This complexity results in a wide variety of physical and chemical reactions

that may occur at the surfaces with which they interact, as illustrated by Figure 1. As

shown in the figure, a plasma will contain a mixture of neutral and charged particles,

which may be inert or reactive. In addition, the surface itself may be composed of a variety

of materials that will have different susceptibilities to modification via the plasma

interaction. Neutral plasma species have a kinetic energy largely determined by the

plasma temperature, and hence will only be of interest if they are capable of direct reaction

with or at the surface. In contrast, the presence of a plasma-generated sheath potential in

front of the surface means that ions can experience acceleration toward the surface.

Consequently, ions with kinetic energies of tens or hundreds of eV may impact the surface

and hence even ‘inert’ ionic species can play a significant role in plasma-induced surface

modification.
It is both extremely difficult and time-consuming to develop a detailed understanding

of plasma interactions at surfaces based solely on experimental investigations. Ideally,

all the processes involved should be studied in situ and in real time. However, the complex

coupling between plasma and surface makes it experimentally difficult to characterize

reaction dynamics during the interaction. In order to fully understand such processes,

a fundamental knowledge of plasma–surface interactions (PSIs) is needed. Establishing

and quantitatively describing the mechanisms of plasma-induced surface reactions

requires:

. characterization of the incident species fluxes, e.g. as a function of composition,

energy, angle and internal state;

Figure 1. Schematic picture of plasma–surface interaction.

International Reviews in Physical Chemistry 231

D
o
w
n
l
o
a
d
e
d
 
A
t
:
 
1
5
:
5
0
 
2
1
 
J
a
n
u
a
r
y
 
2
0
1
1



. determination of the surface processes (adsorption, reflection, direct and indirect

reaction behaviour of the species, the surface coverage and the composition of the

reaction layer);
. characterization of the reaction products ejected from the surface (their chemical

identity, energy content, desorption mechanism, angular distribution, etc.).

Ideally we would like to characterize and quantify each of the elementary surface

processes for important plasma and surface species, and relate these to measured etching

or deposition rates and film properties.

1.1. Experimental approaches

The complexity of plasmas and the range of events that can occur at surfaces can make

unambiguous interpretation of experimental data very difficult. In addition, the plasma

represents a ‘hostile’ environment that limits the range of techniques that are available for
in situ investigation. For analysis of the incident flux and the ejected reaction products,

there are several techniques that are applicable for in situ measurement. Laser-induced

fluorescence [9,10], line-of-sight plasma sampling by mass spectrometry [11], Fourier
transform infrared (IR) spectroscopy or IR diode laser absorption spectroscopy [12]

and UV absorption spectroscopy have all been employed [13–25]. Using these techniques,

the incident flux can be relatively precisely characterized.
Many powerful surface science tools, such as X-ray photoelectron spectroscopy (XPS)

[26], Auger electron spectroscopy (AES) [27] and scanning electron microscopy (SEM)

[28,29], are used for post-exposure characterization of surfaces. However, these

measurements are generally performed under (ultra)-high vacuum conditions. Therefore

the treated sample must usually be transferred from the reaction chamber to a suitable
analysis chamber. As such, some assumptions need to be made when performing analyses

on such surfaces. For example, transferring from a low vacuum to a high vacuum chamber

should not change the surface composition or its properties. In most cases it is reasonable
to make such assumptions, but caution should always be exercised. However, the most

serious limitation remains the difficulty involved in reconstructing the plasma processes

on the basis of post-exposure analysis. As a consequence, researchers turn to modelling

and simulation techniques as a means to provide insight into the processes leading to the
observed outcome. This manuscript deals with the applications of molecular dynamics

(MD) simulations to problems applicable to plasma–surface interaction (PSI). Specifically,

we restrict ourselves primarily to the interaction of fluorocarbons with silicon-containing
surface.

1.2. Theoretical approaches

Many theoretical studies have been performed to better understand plasma
mechanisms. In order to develop an understanding of plasma etching at the atomic

level, MD simulations have been extensively used in recent years [30–42]. Such studies

seek to elucidate the microscopic processes of plasmas interacting with surfaces.

As with all modelling techniques, there is a trade-off between the level of detail
that can be included in the model and the computation times required to achieve
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usable results. For the MD method, this trade-off can be characterized by the choice
between an ab initio and a classical description of the atoms in the system. Both
approaches will be briefly introduced below with some references to relevant work.
In practice, given the complexity of the systems and the number of atoms required to
obtain reliable results, classical MD is currently the most realistic option for studying
PSI-related systems.

1.2.1. Ab initio molecular dynamics

Ab initio molecular dynamics is a precise atomic simulation method that combines a
quantum mechanical description of electronic structure with a classical description of
atomic nuclei. This method has become a very powerful and valuable tool for the
investigation of many physical and chemical processes [43–48]. It gives a more accurate
description of the system than classical MD since it allows electronic behaviour to be
considered. Hence, chemical reactions can be accurately described. Even reaction
dynamics involving electronic transitions can be treated by utilizing specific dynamical
techniques.

In etching involving F-containing plasmas, the interaction of F atoms with the surface
plays a very important role since they are generally the most reactive species present.
Thus, in the last decades, many density functional theory (DFT) based calculations have
been utilized to study the processes relevant to F-related etching. In order to investigate
the initial adsorption of F atoms on a Si(100) surface, Ezaki and Ohno performed first
principles calculations [49]. Their simulation results show that at low F coverages the
exothermal F–Si reaction resulted in the breaking of Si–Si bonds and thus a disordered Si
surface was generated. At high F coverage, SiF3 defects were produced on the surface.
This phenomenon has been observed experimentally by Engstrom et al. [50]. They found
a transition from the ordered Si(100)-2� 1 surface to a disordered fluorinated Si surface
during the initial exposure to F atoms. With increasing F exposure, XPS results showed
that a new surface containing SiF, SiF2 and SiF3 species was formed. On the basis of
this progression, it becomes reasonable to envisage that SiF4 molecules will be ejected from
the Si substrate as an etching product.

Sasata et al. developed an accelerated quantum chemical molecular dynamics
program based on the tight-binding theory [51]. They used the program to investigate
CF2 interacting with a SiO2 surface. Their simulation results demonstrate that when
energetic CF2 bombards the surface, Si–O bond breakage and the formation of C–O
and Si–F bonds occurs. These results are in good agreement with experimental data [52].
Kohler and Frauenheim employed a DFT based tight-binding method to simulate the
interaction of CFx (x¼ 2–3) radicals with amorphous and crystalline Si3N4 and SiO2

surfaces [53]. In these simulations, binding and reaction energies were calculated
and compared for different configurations. Their results indicate that the surface
configuration (amorphous or crystalline) and the surface temperature will affect surface
reactions.

However, the primary drawback of ab initio-based simulations is that they are a
computationally intensive approach, which often requires the use of supercomputers.
Although there has been some success in applying these methods to large systems, they are
still too slow for the investigation of many interesting problems. This is particularly true of
PSI investigations. Plasma-induced etching and surface modification generally occur on
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a large scale and require a correspondingly large number of atoms in order to obtain

a reliable simulation. Such systems are still beyond the practical scope of ab initiomethods.

Hence, for the remainder of this manuscript, we restrict our discussion to classical

molecular dynamics simulations.

1.2.2. Classical molecular dynamics

Classical MD is an atomic simulation method for studying equilibrium and transport

properties of large many-body systems. Relative to the time-consuming ab initio

method, it is much less computationally intensive since the interactions between atoms

are determined by predefined potentials in which no detailed description of electronic

processes is included. The basic idea is to set up the system (initial velocities and

positions) and to solve Newton’s equations of motion for a collection of mutually

interacting particles. The position and velocity can be solved by finite difference

methods using a time interval that must be sufficiently small to conserve the total

energy. The dynamics of the system are obtained by tracking trajectories of the

individual atoms considered. Therefore, time-dependent properties of the system, such

as scattering, implantation, sputtering of surface atoms and thin film growth are

obtained.
Many classical MD simulations, based on a variety of empirical interatomic potentials

that were developed from DFT calculations, have been performed over the last decades.

A great deal of work has been performed for particle interaction with surfaces (at normal

and grazing incidence), cluster beam deposition, annealing processes, the structure of

thin films and the mechanical properties of multi-layer films. In addition, deposition and

etching modelling, related to plasma–surface interactions, have been done using MD

methods [30,32,35,37,54–69].
For Si–C–F systems, relevant covalent materials (such as single crystalline silicon,

amorphous silicon, diamond and amorphous carbon), where (ideally) each atom has

four nearest-neighbours in a tetrahedral arrangement, cannot be correctly described by a

simple two-body potential. Due to this and other shortcomings, potentials incorporating

many-atom effects have been developed in order to provide a more realistic description

of such systems. One such empirical potential, initially constructed by Stillinger and

Weber (SW) [70,71], includes two- and three-body interaction terms. Other models take

into account the local environment (bond strength, length, type and angle) and allow the

bond strengths to vary accordingly, such as the set of potentials developed by Tersoff

[72–76]. In these potentials, the attractive term depends on the local environment of a

specific atomic pair, which effectively includes many-body interactions. Brenner further

developed this type of potential to describe systems containing hydrocarbons [36,77].

Garrison reviewed these potentials and their applications to surface reactions [78].

Abrams and Graves further extended the Tersoff–Brenner potential to encompass a

C–F–Si system [30,34,79,80], while Humbird and Graves reparameterized the

Si–F potentials using DFT [81]. Many simulations on the Si–C–F system have been

performed using these potentials. In this paper, we will review some of the work done

on modelling of plasmas (consisting of Arþ, F, CFx, SiFx) interacting with various

silicon surfaces.
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2. Simulation methods

2.1. Classical MD simulations using empirical potentials

It is important to note that the purpose of an MD simulation is not to predict precisely

what will happen to a system that is initially in a well-defined state. In fact, for almost

all systems, the trajectory of the system through phase space is sensitively dependent on the

initial conditions. This means that the trajectories of two systems that are initially very

close to one another may diverge exponentially as time progresses. The aim of the

simulation is to predict the average behaviour of the system in a statistical sense.
The core of a molecular dynamics simulation is the interatomic potential. In classical

MD, the forces exerting on each atom in the system are derived from a potential energy

function V that is dependent on the coordinates of all particles in the system:

Fi ¼ �rVðr1, . . . , rNÞ: ð1Þ

Proper modelling of a material requires development and refinement of the potential

function V(r1, . . . , rN) for that material. In classical simulations the atoms interact

through two- and/or many-body interaction potentials. The highly complex description of

electron dynamics is excluded and effective pictures of the processes involved are adopted.

In this approach the main features, such as the hard core of the particles and the internal

degrees of freedom, are modelled by a set of parameters and analytical functions, which

depend on the mutual positions of the atoms in the configuration. These parameters

and functions give information about the system energy and the forces acting on each

particle.
Due to its tremendous importance for diverse technological and industrial applications

(e.g. etching), fluorine-based plasma interactions with silicon surfaces constitute a field

of intense research, with a large range of applications and many fundamental issues.

In order to aid interpretation of experimental data and to gain insight into the interaction

mechanisms, many classical MD simulations have been conducted. Consequently many

potentials, both general and system-specific, have been developed, with various degrees of

success [33,82,83]. Of these potentials, the SW and Tersoff–Brenner potentials mentioned

earlier are among the most widely used. Hence, we will continue by giving a brief outline

of these two potentials.

2.1.1. SW potential

The SW potential was one of the first attempts to model a semiconductor using a classical

model. It is based on a two-body term and a three-body term [70,71,84]:

V ¼ "A
X
ðijÞ

v
ð2Þ
ij ðrijÞ þ

�

A

X
v
ð3Þ
jik ðrij, rikÞ

" #
ð2Þ

where the two-body part is given by

v
ð2Þ
ij ðrijÞ ¼ B

rij
�

� ��p
�1

h i
exp

1

rij=� � a

� �
�� a� rij=�

� �
ð3Þ
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and the three-body part is given by

v
ð3Þ
jik ðrij, rikÞ ¼ exp

�

rij=� � a
þ

�

rik=� � a

� �
cos �jik � cos ��
� �2

� a�
rij
�

� �
� a�

rik
�

� �
ð4Þ

Here, �(x) is the Heaviside step function and �� is the desired interbond angle. In the case

of Si, this is the tetrahedral angle (cos �� ¼�1/3). Consequently bond angles are as close as

possible to those found in the diamond-like tetrahedral structure and this is the most stable

structure for this potential.
Due to its relative simplicity and inherent physical description of crystals with a

diamond-like structure, a number of simulations have been performed for Si systems by

means of the SW potential [70,71,84–88]. Schoolcraft et al. performed MD simulations

to study the adsorption of fluorine molecules on a clean Si(100)-2� 1 surface at 1000K

[60]. Weakliem and coworkers adjusted the F–Si interaction potential by fitting the

functions of the SW potential to first-principles quantum mechanical calculations [89,90].

Based on their improved SW potential, they reported that an initial build-up of a

fluorosilyl layer was necessary for subsequent etching. Numerous simulation results show

that these improvements to the SW potential provide a better description of reactions

occurring on surfaces [89,90]. However, the built-in tetrahedral bias of the SW potential

results in problems of transferability to non-crystalline systems. For instance, SW cannot

properly predict the correct energies of the non-tetrahedral structures found under certain

circumstances.

2.1.2. Tersoff–Brenner potential

The other widely used potential, initially developed by Tersoff, is based on the concept of

bond order and includes an angular contribution to the forces [72–76]. In this type of

potential, the strength of a bond between two atoms is not constant, but varies depending

on the local environment. The inclusion of bond order means that the TB potential

is extremely useful for predicting bond breaking and bond formation. Many groups have

further developed the original potential in order to expand the range of systems that can

be studied. The potential is widely used at present in various applications for silicon,

carbon and germanium. Based on DFT calculations and experimental data, Graves

and coworkers further developed the TB potential to describe the C–F–Si system

potentials [31, 33]. The system potentials have the form:

Eb ¼ VRðrijÞ � �bijVAðrijÞ ð5Þ

where Eb is the binding energy and rij is the distance between atoms i and j. �bij is a

many-body empirical bond-order term (detailed below). VR is used to describe the

interatomic core–core repulsive interactions, and VA is to model the attractive interactions

due to the valence electrons. These terms have the following forms:

VRðrijÞ ¼ fijðrijÞAij expð��ijrijÞ ð6Þ

and

VAðrijÞ ¼ fijðrijÞBij expð��ijrijÞ ð7Þ
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where Aij, Bij, �ij and �ij are fitting parameters and fij is a smooth cutoff function given by:

fijðrijÞ¼

1 if rij5R
ð1Þ
ij

1

2
�

9

16
sin �

rij� Rð2Þij þR
ð1Þ
ij

� �
=2

R
ð2Þ
ij �R

ð1Þ
ij

0
@

1
A �

1

16
sin3�

rij� Rð2Þij þR
ð1Þ
ij

� �
=2

R
ð2Þ
ij �R

ð1Þ
ij

0
@

1
A ifR

ð1Þ
ij 5rij5R

ð2Þ
ij

0 if rij4Rð2Þij

8>>>>>><
>>>>>>:

ð8Þ

The use of sinusoidal functions leads to a continuous variation of the value of this

function from 0 to 1 within the range of Rij resulting in a smoother potential. The use of

a cutoff function minimizes the computational expense while maintaining a good energy

and momentum conservation (50.2%), since at any given time the number of atom

pairs within the cutoff region is small compared to the entire system.
The bonding between atoms is determined by the local environment through the

many-body empirical bond-order term, �bij. It modulates the valence electron densities

and depends on atomic coordination and the bond angles. It has the form:

�bij ¼
1

2
bij þ bji þ FCC N

ðtÞ
ij ,N

ðtÞ
ji ,N

ðconjÞ
ij

� �h i
ð9Þ

where FCC is the Brenner-type correction function for a C–C bond. bij is the contribution

of atoms adjacent to atom i to the bond order of the ij bond:

bij ¼ 1þ �ij þHij N
ðF Þ
ij ,N

ðCÞ
ij þN

ðSiÞ
ij

� �h i�in o�	i
: ð10Þ

Figure 2 shows the potential energy as a function of the distance between Si and F atoms

for three different bond order values. As seen in Equation (5), �bij is a multiplier of

the attractive part of the potential. Hence, with decreasing �bij, a transition from a partially

attractive potential to a purely repulsive potential occurs.
In Equation (10), Hij is the correction function. N

ðFÞ
ij and N

ðSiÞ
ij are coordination

numbers. �ij is a bond competition function, modelling the bond lengths and bond angles:

�ij ¼
X
k6¼j

fikðrikÞgið�ijkÞ exp 
i rij � R
ðeÞ
ij

� �
� rij � R

ðeÞ
ik

� �h i�i	 

ð11Þ

R
ðeÞ
ij and R

ðeÞ
ik are the equilibrium dimer bond lengths between atoms i and j and between

atoms i and k, respectively. �ijk is the angle between the bonds ij and ik. gi(�ijk) is the

potential energy penalty of changing a bond angle:

gið�ijkÞ ¼ a 1þ
c2

d 2
�

c2

d 2 þ ðh� cos �Þ2

� �
if i 2 C ð12Þ

and

gSi,Fð�Þ ¼ cþ d½h� cos ��2 if i 2 Si, F: ð13Þ

The potential parameters are chosen by fitting experimental data and theoretical results

obtained for realistic and hypothetical silicon configurations.
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2.1.3. Improving the potentials

Abrams and Graves made a comparison for reactive Fþ ion etching of Si between the SW

and Tersoff (T) potentials used within their group [34]. Figure 3 shows the potential

energy between molecular SiF (bond length of 1.6 Å) and a free F atom as a function of the

F–F distance for the SW and T potentials used. In the SW potential, a description of

physisorption was included, corresponding to the small (0.05 eV) local minimum at about

3.4 Å. In the T potential, when the F atom is beyond the cut-off range (Rcnt¼ 2 Å),

no interaction occurs. As the free F approaches the SiF molecule, the repulsive potential

between SiF and F shows a sharp increase. The different potentials produced different Si

etch rates, surface structure and composition and etching mechanisms. It was found that

almost no chemical sputtering occurred for the Tersoff-form potential, while for the

SW potential chemical sputtering was dominant for incident energies from 10 to 50 eV.

The difference was attributed to the shorter range of interactions in the T potential and the

fact that a physisorption well was constructed in the SW potential but was absent from

the T potential. As a result, clusters desorbing in the SW simulation could experience

a weak attraction to the surface and hence be counted as ‘chemically-sputtered’. No such

interaction could occur for the T-potential and such clusters would be counted as

‘physically-sputtered’.
With increases in computing power and the desire to understand dynamics occurring

at surfaces during etching on the atomic level, many researchers have made quantitative

improvement in the accuracy of the two potentials outlined above. Carter and coworkers

improved the SW Si–F potential based on ab initio calculations [91]. Using this type of

improved potential, Barone and Graves performed MD simulations to investigate

chemical and physical sputtering of fluorinated silicon [35]. Figure 4 show the resulting

physical- and chemical-sputtering yields obtained for 200 eV Ar bombardment as a

function of the F/Si ratio in the substrate. At low ratios (F/Si50.5) physical sputtering

Figure 2. The potential energy as function of the distance between Si and F atoms for �bij¼ 1.0,
0.6 and 0.5.
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was dominant, while at higher levels of fluorine incorporation in the silicon layer
(F/Si40.8) chemical sputtering becomes dominant. Abrams and Graves performed
simulations of CFx ions interacting with silicon surfaces [30,31,33]. In the initial Si–C–F
system potential, the three-body parameters of the Si–F potential were simply taken
as those of Si–H. Humbird and Graves produced improved empirical interatomic
potentials for Si–F and Si–Cl based on DFT cluster calculations [81]. Their potential
allowed simulation of spontaneous etching of Si by F [39].

2.2. Sample preparation

In order to perform MD simulations, suitable initial model surfaces must be created.
The precise details of sample preparation and particle interaction may vary from
group to group, although the broad outline will be the same. For the purposes of this
text, we will present the details regarding the specific approach used in our group.
Generally, a simulation cell is established with periodic boundary conditions in the
x- and y-directions, while the bottom layers are fixed in order to maintain the
structure. The bulk of atoms in the cell are movable under force. The dimensions of
the cell are largely determined by the competing requirements of producing an
accurate simulation with no artifacts generated by the constraints (sufficiently large)
while remaining computationally realistic (no larger than necessary). The two most
critical factors influencing the cell size are the incident energy and the incidence angle

Figure 3. Potential energy of the Si–F–F triplet (reference to an Si–F dimer and F atom at infinite
separation) as a function of F–F separation distance with the Si–F distance fixed at 1.6 Å for the
Stillinger–Weber (SW) and Tersoff-form (T) potentials. (Reused with permission from Cameron F.
Abrams, Journal of Applied Physics, 88, 3734 (2000). Copyright 2000, American Institute of
Physics.)
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of the plasma particles. Higher incident energies require larger simulation cells (in all
three coordinates). Off-normal incidence angles may require expansion of the cell in

the x- and/or y-directions. In some instances this can be partially compensated for by
a reduction in the z-dimension of the cell.

In order to simulate the etching process, particles are impinged on the surface.
Typically, particles are treated in a sequential fashion. Hence, concerted effects that
might occur under high flux conditions are outside the scope of the material presented
in this manuscript. At the beginning of each trajectory, the incident particle (atomic or
molecular) is placed at a randomly chosen location above the target. In the case of

molecules, the initial orientation is also randomly selected. The incident energy and
incidence angle are preselected quantities. Depending on the objective of the simulation,
these may be fixed quantities or randomly selected from a required parameter range.
The trajectory of each incident particle is integrated individually and, after each
integration is completed, atoms and molecules that are deemed to be not bonded to the

surface are removed from the configuration before a new particle is directed at the
surface. Typically the simulation of each particle is run for a preset finite time. As with
the determination of the appropriate cell size, the trajectory time should be sufficiently
long to accurately reflect the interaction dynamics while remaining computationally
realistic.

Figure 4. Physical and chemical Si sputtering yields for fluorinated Si bombarded by 200 eV Ar.
(Reused with permission from M.E. Barone, Journal of Applied Physics, 77, 1263 (1995). Copyright
1995, American Institute of Physics.)
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It is important that the results of a simulation be presented in an experimentally-

relevant fashion. One suitable method is to plot simulated results as a function of

exposure, typically expressed in units of monolayer (ML). The totalML exposure is

obtained by dividing the total number of molecules that have struck the surface by the

number of atoms in the outermost layer of the original (ideal) surface. The adsorbed

coverage, based on the number of a particular species that stick to the surface, and the

etch yield can also be expressed in units ofML. Frequently there will be a significant

disparity between results obtained during the early stages of a simulation (during exposure

of a clean, unperturbed surface) and those obtained once a steady-state condition has been

established. Physical quantities determined after the steady-state has been established are

generally the most relevant for comparison to experiment data. In the current work,

in addition to referencing already published results, some new simulations of CF3

interaction with Si are presented. In addition to the details provided for those specific

calculations, the reader is referred to the simulations conditions as outlined in previous

publications [61–64, 92] for further details regarding the simulation method.
In MD simulations, many factors, such as incident energies, incidence angles, incident

species and surface temperature, may affect the final results. In addition, many simulation-

related factors such as the parameters within the potential, the integration method, the cell

size, the heat bath (i.e. the energy balance mechanism) and the time-step, may alter the

microscopic dynamics and ultimately influence the results. Some factors will only slightly

affect the results, while others may significantly alter the final outcome. We will continue

by illustrating the effects of some important factors on the simulation. This will serve both

to introduce the simulation method and to provide an indication of the reliability of the

generated results.

2.3. Effects of the simulation method

The methods and parameters employed during an MD simulation can have a significant

effect on the results of the calculation. It is always essential to check that the methods and

approximations used are valid and reasonable. In order to illustrate the effect of various

critical parameters on the outcome of etching simulations, we will provide some selected

examples based on CF3 ions interacting with a Si(100)-2� 1 surface. In all cases the CF3

molecules are incident along the normal direction with an energy of 100 eV. The

orientation of the molecule with respect to the surface is chosen randomly.

2.3.1. Temperature control mechanism

When an energetic molecule collides with a surface some of its translational energy is

lost. The magnitude of the energy loss depends on the incident energy and the effective

masses involved in the impact. In scattering calculations, most of the translational energy

lost is transferred to surface atoms (the remainder goes to dissociation of, or internal

energy uptake by, the molecule) [37]. The energy gained by the sample in this manner

cannot escape naturally from the ‘substrate’ because periodic boundary conditions are

typically adopted. In a real system, the energy deposited in a small region near the

surface is dissipated by phonon propagation leading to thermal conduction. Since

periodic boundaries prevent the heat from dissipating out of the system, dedicated
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cooling processes are necessary to prevent unrealistically over-heating. In order to

remove the energy added to the cell from the simulation, various schemes have been

developed. Examples include the Andersen thermostat [93], the Nosé–Hoover thermostat

[94] and the Berendsen thermostat [95]. All three are briefly outlined below. The roles of

these three thermostats in simulations have been investigated by Erhart and Albe [96].

The different methods utilize an external heat bath to control the sample temperature.

They differ in the precise means by which the heat bath and the simulated system are

coupled to each other. For all simulation performed by our group the Berendsen

thermostat has been used.

2.3.1.1. Nosé–Hoover thermostat. This extended Lagrangian method was initially

introduced by Nosé [94,97,98] and subsequently developed by Hoover [99,100].

This method uses the external heat reservoir to add additional degrees of freedom to

the system, controlling the temperature via the exchange of kinetic energy. The

interaction between the heat reservoir and the simulated system maintains the desired

temperature, which fluctuates around the preset value. The Lagrangian equations can

be written as:

€ri ¼
Fi

m
� � _r ð14Þ

where Fi is the force exerting on atom i. The thermal dynamic friction � is integrated

according to

_� ¼
T� Te

Te

� �
1

2
: ð15Þ

This method can precisely reproduce the canonical ensemble.

2.3.1.2. Andersen thermostat. In the method proposed by Andersen, the temperature is

controlled via the collision of particles, randomly selected from the simulated system, with

the heat bath [93]. The effect of the collision is to change the momentum of the colliding

particle(s) to a value drawn from the system at the desired temperature. Assuming

successive collisions are uncorrelated, the distribution of time intervals between successive

collisions satisfies the Poisson form

pðv, tÞ ¼ v expð�v � tÞ: ð16Þ

The collision probability during a time-step of length �t is given by ��t. � denotes the
collision frequency. If the selected particle undergoes a collision, its new velocity will

be obtained from a Maxwell–Boltzmann distribution corresponding to the preset

temperature. All other particles in the system are unaffected by this collision.

2.3.1.3. Berendsen thermostat. The Berendsen scheme is widely used in PSI simulations

[32,101]. The heat bath acts to supply or remove heat to/from the system as appropriate.

The basic mechanism is to rescale the velocities of the atoms in the system in order
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to achieve a mean kinetic energy consistent with the target bath temperature at each
time-step. The rescaling is done by a factor, �:

� ¼ 1þ
	t

T

Tset

T
� 1

� �� �1=2
: ð17Þ

Here, 	t is the time-step, Tset is the set-point temperature, and T is the instantaneous
temperature computed over the course of the simulation. T is the rising time of the
heat bath. A small T corresponds to a stronger heat bath (faster response) relative to a
large T.

This algorithm is especially suitable for non-equilibrium molecular dynamics since local
disturbances are kept to a minimum while preserving global gradients [102]. This method
has been widely used in MD simulations of energetic particles interacting with surfaces.

2.3.2. Thermostat parameters

Quite apart from the precise approach adopted for temperature control, all of
the schemes have variable parameters that dictate the responsiveness of the thermostat
to deviations from the preset sample temperature. Modification of these parameters
can allow for extremely slow or fast cooling if desired, or inadvertently through poor
value selection. The effect of the thermostat on the simulation can be modified by
both external (the time at which the heat bath is applied) and internal (the strength of
coupling between the heat bath and the system) factors. The following section
demonstrates the influence of these factors for the specific case of the Berendsen heat bath.

2.3.2.1. Application time. During a simulation the heat bath can be applied either over the
entire impact integration time or for only some latter portion of it. For this illustration, we
tested three modes of applying the Berendsen heat bath for individual CF3 molecules
colliding with a Si(100)-(2� 1) surface. The incident energy is 100 eV and the incidence
direction is along the surface normal. Each trajectory is simulated for a total of 5 ps and
the sample set-point temperature was 300K. The first heat removal strategy is to apply
the heat bath during the entire trajectory, referred to as MOD1. The second is to switch
on the heat bath after each trajectory had run for 0.2 ps and the third is to switch on the
heat bath after 0.4 ps, referred to as MOD2 and MOD3, respectively. All other simulation
conditions were unchanged for the three modes.

Figure 5 shows the instantaneous temperature of the sample as a function of time for
the three models. The sharp increase in the sample temperature, which occurs shortly
after the start of each simulation, marks the main impact of the incident molecule with
the surface. In all cases, application of the heat bath results in a rapid cooling of the sample
back to its set-point temperature. In the case of MOD2 and MOD3 the point at which
the heat bath is applied can be readily identified from the temperature plots. It is
clear from the figure that a long delay between the initial impact and the application of
the heat bath results in the sample ‘equilibrating’ at a higher temperature for a period
of time.

The data shown in Figure 5 for the three modes are each for a single trajectory.
In order to judge the effect of the different modes on the overall results, simulations for a
total exposure of 20ML were performed for all three. The uptakes of C and F atoms by
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the surface as a function of exposure were essentially identical for the different modes

(data not shown). Hence, the heat bath application time had no significant effects on the

surface coverages predicted. In contrast it did have a significant effect on the predicted

etching rate. Figure 6 shows the Si etching yield determined as a function of exposure for

the three modes. There is a difference between MOD1 and MOD2, while no significant

difference is observed between MOD2 and MOD3. MOD1 gives the lowest predicted

etch rate. Clearly, the period during which the substrate is at an artificially elevated

temperature (prior to application of the heat bath) prompts additional weakly-bound

species to leave the surface. The effect is not progressive; significantly extending the

period of elevated temperature (going from MOD2 to MOD3) does not produce a

correspondingly large change in the etch rate. Hence, the elevated temperature acts to

remove weakly bound species that are present on the surface, but does not significantly

influence the number of such species that exist.

Figure 5. Instantaneous temperature of the sample as a function of time for three different heat bath
application times. 100 eV CF3 incident on Si(100)-2� 1.
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Figure 7 shows the final atomic densities in the sample as a function depth for MOD1,
MOD2 and MOD3 after the exposure to 20ML CF3. In all three cases a mixed Si/C/F
reaction layer is formed on top of the bulk Si layers. From the figure we note that delaying
the application of the heat bath results in the peaks of C and F being shifted more toward
the bulk. This is a consequence of the higher etch rate of Si. Comparing MOD1 to MOD2
and disregarding the positional difference due to the etch rates, the atomic distributions
in the reaction layer are reasonably similar in terms of shape and absolute density.
However for MOD3, while the etch yield of Si atoms is similar to that of MOD2, the
atomic distributions in the reaction layer are completely different. MOD3 produces the
broadest distribution of F and C atoms and the density profile indicates the formation of
a layered structure, with a C-rich outer layer covering a more F-rich deeper region. The
long delay before application of the heat bath results in the sample temperature remaining
unphysically high in MOD2 and MOD3. This appears to promote intermixing resulting
in a (too-) broad reaction layer. Unlike Si etching, the distribution of atoms in the reaction
layer is strongly influenced by the length of time that the sample is maintained at the
elevated temperature. Hence, it is important to ensure that the heat bath is applied
sufficiently early in the integration process to avoid unwanted annealing effects.

2.3.2.2. Coupling strength. For the Berendsen thermostat, the strength of the coupling
between the reservoir and the system is determined by the rising time, T. In simulations by
Barone and Grave using the SW potential and the Berendsen scheme, the rising time was
found to have relatively little effect on the overall etching yields, although it did alter the
ratio of chemical versus physical sputtering determined [35]. They found that the physical
sputtering yield was most sensitive to the heat removal scheme used. This was observed to
be mainly due to a small number of rather high-yield (unphysical) events rather than a
more general increase in the yield/impact. In our simulations we typically use a rising time
of 0.01 ps, consistent with work of Abrams and Graves [30,33]. Figure 8(a) shows how the

Figure 6. Si etching yield as a function of the exposure for 100 eV CF3 incident on Si(100)-2� 1 with
the three different application times of the heat bath.
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scaling factor � varies as a function of the rising time T. This is based on an instantaneous
temperature (T in Equation 18) of 600K, a Tset of 300K and 	t of 0.001 ps. � is less than
1 because T is larger than Tset; the further � is from 1, the quicker the instantaneous
temperature converges to Tset. From the figure, we note that � gets smaller with shorter
rising time illustrating that if T is small, coupling (heat exchange) will be stronger.
Figure 8(b) shows how the sample temperature responds to application of the heat
bath with two different rising times. By making the rising time sufficiently small a
near-instantaneous (on the simulation time-scale) change in temperature can be realized.
However, simulation results (C and F uptake and Si etch rates; data not shown) did not
show any significant differences between three different rising times (0.005, 0.01

Figure 7. Atomic densities of the sample as a function of the depth for MOD1, MOD2 and MOD3
after exposure to 20 ML of 100 eV CF3.
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and 0.05 ps), indicating that the results (in this particular case) are not particularly

sensitive to the rising time applied.

2.3.3. Simulation time-scale

As discussed previously, bombardment of the sample cell is simulated by individual

molecules incident in a sequential fashion. The trajectories of the incident molecules are

calculated in discrete time-steps. It is necessary to establish that the size of the time-step

used and the total integration time permitted per individual trajectory do not

unrealistically influence the simulated result. Changes may arise if the sample does not

have time to fully equilibrate during the integration time of a single trajectory. Related to

this, it should also be established if allowing a period of post-bombardment relaxation of

the sample cell has an effect on the final results.

2.3.3.1. Time-step. In MD simulations the positions and velocities of atoms are obtained

by integrating Newton’s equations of motion. In our group, the velocity–Verlet scheme has

been used to perform this integration [37,55,92]. This scheme computes the particle

velocity �(tþdt) and position x(tþ dt) at time tþ dt as follows:

xðtþ dtÞ ¼ xðtÞ þ vðtÞdtþ
1

2
dt2

fðtÞ

m
ð18Þ

vðtþ dtÞ ¼ vðtÞ þ
fðtÞ þ fðtþ dtÞ

2m
dt ð19Þ

where dt is the time-step, m is the particle mass and f(t) is the total force acting on the

particle at time t. Given the initial conditions x(0) and �(0), one can compute �(t) and x(t)

simply by applying these two equations successively n times, with n¼ t/dt.
The selection of the time-step is the most critical aspect of the integration process.

As before, we ran simulations of 100 eV CF3 bombarding Si(100) in order to test the

Figure 8. (a) Scaling factor � variation as a function of the rising time T. (b) Evolution of the Si
sample temperature during impact by a single 100 eV CF3 for rising times of 0.005 and 0.01 ps.
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influence of the time-step on the uptake of C and F and on Si etching. For these

simulations, values of dt ranging from 0.5 to greater than 1 fs were tested. Two criteria

can be used to judge the suitability of a given time-step. The first is the total energy of

the system. Over the course of a trajectory calculation this should not change

significantly. In our simulations, typically we seek to ensure a total energy drift during

the collision of less than 0.1%. In our test simulations, time-steps greater than 1 fs could

not be used if such a criterion is to be adhered to. Such an upper-limit will exist for any

incremental integration scheme. It is crucial that the selected time-step be sufficiently
small to prevent the total-energy deviation exceeding a predetermined limit. The second

criterion that can be used to judge the adequacy of the time-step is comparison of the

final results. For the test calculations performed time-steps ranging from 0.5–1 fs had

little effect on the surface coverage of C and F or on the etching of Si (data not shown).

A shorter time-step for a fixed overall integration time means a longer computation

time. Provided the overall energy of the system does not change significantly, the longest

time-step (1 fs in this case) should be chosen in order to minimize the overall

computation time.

2.3.3.2. Integration time. Over the course of the integration period of a single trajectory,

the incident CF3 may be adsorbed on the surface, scattered away, or (in the case of

collision-induced dissociation) some combination of sticking and scattering may occur.

Removal of surface atoms may occur either by immediate sputtering or by chemical

reaction to form molecules that are not strongly bound to the substrate. The total

integration time of a single impact must be at least long enough to allow an incident

molecule to complete its interaction (deposition of energy) with the surface. Once this

criterion is satisfied, a longer integration time means, in effect, relaxation of the
substrate for a longer interval between impacts (as opposed to the final relaxation

period outlined below). Test simulations done for integration times ranging from 0.25 to

1.0 ps did not show sensitivity to the integration time (data not shown). A significant

difference should only occur if the integration time used is too short. Note that

the integration time is significantly influenced by the velocity and angle of incidence of

the impinging particle. More grazing angles and slower molecules require longer

integration times.

2.3.3.3. Relaxation time. Somewhat related to the integration time is the possibility that

allowing a post-bombardment relaxation of the simulated system may result in

quantifiable changes. Allowing an extended period of post-bombardment relaxation

may result in an equilibration that is not permitted to occur under the more dynamic

conditions of ‘continuous bombardment’. Using the test system of 100 eV CF3

bombarding Si(100), the atomic composition and distribution of an ‘unrelaxed’ surface

(the surface immediately after the final trajectory has finished) was compared to the same

system after an additional 20 ps relaxation period. No significant differences between the

two surfaces were found (data not shown). In addition, during this period no particles
were found to desorb from the surface, hence the overall composition did not change and

we can consider modified surfaces in this system as stable immediately after completion of

etching.
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2.3.4. Cell size effect

In the last decade with significant improvement in computational power, larger and larger
simulation cells have become viable. However, limitations of simulation cell size still
remain a practical reality and it is generally desirable to keep the simulation cell as small as
is permissible. It is important to establish that the initial size of the simulated cell does not
unduly influence the final results. The development of defect structures is one particular
example of features that can be critically affected by the cell size. Surfaces are damaged as
a result of bombardment by energetic species and vacancies and holes may be formed as
a result. This surface roughening is critical since, during the etching processes, it allows
incident species to deposit energy and atoms deeper in the sample. For the specific case of
CF3 bombarding Si, more F atoms can be transported into the substrate and may react
with Si to form weakly bound SiFx species. These species can desorb from the sample via
the same vacancies through which the incident molecules entered. In MD simulations the
application of periodic boundaries inherently prohibits the formation of roughness on
length-scales larger than the cell size. With increasing cell size, the length-scale of the
surface roughness that can develop increases and this may play a role in enhancing the
etching. As an illustration, comparison is made of etching of three different Si(100) cell
sizes by 100 eV CF3. As for the previous examples the incidence direction was normal to
the surface. In this instance the initial cell configurations were for single crystal samples
consisting of 3� 3� 4, 4� 4� 6 and 5� 5� 10 Si (100) unit cells. The respective cells
consisted of 288, 768 and 2000 Si atoms with surface areas of �200, �500 and �730 Å2.
The corresponding surface layers containing 18, 32 and 50 atoms and the samples
had depths of �20, �35 and �55 Å, respectively. The total exposure to CF3 was equivalent
to 20ML.

Figure 9 shows the comparison of the simulation results for C and F uptake and for Si
etching. At the end of the simulation all three cell sizes exhibit roughly equivalent
coverages of C and F – indicating that the uptake probabilities are relatively independent
of the sample size. Note however that over the course of the exposure the coverages of
C do not always correlate well. In contrast, the uptake of F is essentially identical for all
three samples over the course of the simulation. In the case of carbon, the smallest cell
size is the quickest to reach the final ‘equilibrium’ C coverage. As the cell size increases the
C-coverage tends to initially overshoot before returning to a stable level. The
corresponding Si etch rate plots show that the predicted rate increases as the sample
size increases. The behaviour of both the C uptake and Si etching is due to the ability to
generate different length-scale roughness on the surface. In the case of C uptake, the upper
limit on the coverage is provided by the growth of a SiC surface layer that reaches a
‘saturation’ level. The simulation is effectively tracking the progression of the surface
from a well-ordered Si(100)-2� 1 structure to a disordered SiFC reaction layer. Increased
surface roughness (hence surface area) during the course of this transition allows the
C coverage on the larger samples to exceed the final equilibrium value. However,
progressive etching and the emergence of a steady-state reaction layer ultimately drives all
values back to the equilibrium level. Equally, an increased effective surface area leads to a
higher observed etch rate. Note however that the different etch rates persist to the end of
the current simulation. In the first instance this reflects the continuation of Si etching even
in the presence of a CF layer. In addition, the higher rates are attributable to a more open
and porous reaction-layer structure being formed on the larger cell size. This permits a
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higher etch rate [58]. It is clear from the results that, if the cell size adopted is too small,
unwanted structural effects (in this case the inability to create a sufficiently ‘open’
structure) can influence the results. Great care should be taken to avoid this.

3. Case study: surface temperature effects

The previous section dealt with the selection of simulation parameters in order to ensure
reasonable simulation results. These parameters are critical, but they are not

Figure 9. Coverages of (a) C and (b) F atoms on the sample as a function of exposure to 100 eV CF3

for the three Si sample sizes; (c) Si etching yield as a function of the exposure.
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‘experimentally-relevant’. Once a ‘correct’ set of parameters has been established they

should not require further consideration. This section represents a case study of an input
parameter that is experimentally accessible. In this case the factor under consideration is

the sample temperature. This can be readily varied both in experiments and in simulations
and consequently it allows for the possibility of cross-checking results and for testing the

predictive qualities of simulations.
The sample temperature is typically one of the easiest parameters to control

experimentally. It is also a parameter that can be critically important during etching.

In particular it can influence the desorption rate of different species from the surface.

During collision of CF-based species with silicon surfaces, atoms (C, F and Si) may be
sputtered as a result of direct momentum transfer (pure physical sputtering), although in

reactive ion etching (RIE) this mechanism plays a minor role. Alternatively, following
dissociation some F atoms can react with Si or C atoms on the surface to form volatile

products (such as CFx or SiFx species). These weakly bound groups may subsequently gain
energy and be desorbed (chemically-enhanced physical sputtering) [103]. In this

mechanism the main role of energetic ions is to remove products via the collision cascade

that follows ion impact, while reactive C and F atoms play a role in weakening the bonding
prior to sputtering. This process competes with spontaneous desorption of weakly bound

products (chemical erosion) [104]. Spontaneous desorption is directly affected by the
surface temperature. Any given species is more likely to desorb if the surface temperature

is increased.
Over the course of the simulations, atoms and clusters are removed from the surface at

the end of each trajectory provided they satisfy one of two criteria, representing physical

and chemical removal mechanisms, respectively. Clusters comprise groups of atoms.

All atoms within the cluster have a separation from at least one other atom that is less than
the cutoff value defined in relevant potentials and for which the potential between this

atom pair is less then zero (attractive). The first criterion for desorption (physical
sputtering) is fulfilled if the potential energy between the atom or cluster in question and

the remaining atoms of the system is equal to or greater than zero (repulsive) and the
particle has a velocity component directed toward the vacuum. The second criterion is met

if the potential energy between the atom or cluster and remaining atoms is less than zero

(attractive) but has an absolute magnitude that is less than a predetermined threshold
energy. This threshold energy is related to the surface temperature.

In our simulations, for the evaluation of the second criterion a simple first-order

thermal desorption model is used to predict if weakly-bound species will desorb
spontaneously from the surface. When a cluster’s binding energy with surface is smaller

than a threshold energy computed from first-order thermal desorption theory [33], the
cluster is considered to have desorbed from the surface. Species matching this criterion are

removed from the simulation after each trajectory. The threshold energy is obtained from:

Eb ¼ kbT lnð � AÞ ð20Þ

where kb is the Boltzmann constant, T is the surface temperature,  is a time constant

(which is smaller than the real time that elapses before a subsequent molecule impacts) and
A is a constant. Any molecule that is bound to the surface by less than this value is

regarded as a desorbing species. Following the approach of Abrams and Graves [33], in
our simulations we adopted ¼ 1 ms and A¼ 1012 s�1. From Equation (20), the binding
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energy threshold increases with increasing surface temperature (weakly bound species are

more readily desorbed from the surface). If a species is found with a binding energy to the

surface that is less than Eb, it is defined as desorbing as a result of chemical sputtering.

On the purely technical level, the evaluation of the two criteria is done sequentially; the
‘physical’ criterion is evaluated first, followed by the ‘chemical’ criterion. All individual

atoms and all possible cluster combinations are evaluated at the end of each trajectory.

The fixed layers at the bottom of the simulated substrate provide the ‘anchor’ point for

substrate atoms. All atoms that maintain a sufficient strong bond-chain to these layers

remain on the surface.
In order to characterize the effect of sample temperature on etching (physical and

chemical), test simulations, again for 100 eV CF3 etching Si(100), were performed at

sample temperatures of 100, 300, 600 and 800K. Figures 10(a) and (b) show the

predicted coverages of C and F atoms as a function of temperature over the course of the

simulation. From the figure we note that, of the two incident atom types, the coverage of

C atoms is most sensitive to the surface temperature. With increasing temperature,
C-atom retention by the surface increases. In contrast, it is found that the coverage of

F atoms is quite insensitive to the surface temperature. In the first instance, these results

(particularly the increased uptake of C at higher temperatures) appear counter-intuitive.

Since particles desorb more easily at higher surface temperatures, the opposite effect

might be anticipated. The reason for the observed behaviour will become apparent from

the additional simulation results presented in the following paragraphs. Briefly, it is due
to a combination of increased CF3 dissociation coupled with a low etch efficiency for

deposited C. Figure 10(c) shows the etch yield of Si atoms as a function of exposure for

the different surface temperatures. With increasing temperature, the etch yield increases.

The steady-state etch rates are 0.199, 0.251, 0.275 and 0.373 for 100, 300, 600 and 800K,

respectively.
Figure 11 shows a breakdown, as a function of temperature, of the Si etch yield into

its chemical and physical components. The physical etching yield is greater than the

chemical etching yield across the entire temperature range. This is unsurprising given the

relatively high incident energy (100 eV) of the CF3 molecules. As the sample temperature

increases both the chemical and physical yields increase. The chemical etching yield

increases by a factor of about 2, over the range studied, in an approximately linear fashion.
The physical etching yield increases sharply from 100 to 300K, but above 300K, the

increase is more gradual.
Figure 12 shows the atomic densities in the sample as a function of depth for samples

held at 300 and 800K after exposure to 40ML of 100 eV CF3. It can be seen that with

increased substrate temperature, the peaks of C and F shift somewhat toward the bulk

(a result of the increased etch rate). Compared with the 300K sample, the reaction layer
formed at 800K is broader and, within this reaction layer, both the C and F distributions

are broader. Despite the enhanced etching at 800K, Si persists out to the outermost

surface region in the reaction layer formed. The increased Si removal is reflected in a more

gradual increase in Si density going toward the bulk crystal.
Figure 13 shows the yield of some of the critical Si products (SiFx; x¼ 2–4), produced

by etching, as a function of temperature. From the figure, we note that the yields of SiF2

and SiF3 are most strongly dependent on the surface temperature, while SiF4 is relatively

insensitive. With increasing temperature, the yields of both SiF2 and SiF3 increase, while
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the yield of SiF4 remains effectively constant. At the lowest temperature, the yield of SiF4

is greater than that of SiF2 or SiF3, while the yield of SiF2 is the smallest of the three.
As the temperature increases, SiF3 becomes the dominant etch product. At 800K, the yield
of SiF2 is close to that of SiF4, while the yield of SiF3 is almost twice that of SiF2.
The difference is primarily due to the increased binding energy required in order for a
volatile species to remain on a surface when the temperature is elevated. In the case of
SiF4, because all atoms in the molecules have their bond-order requirements fully satisfied,
the interaction with the surface is very weak. Such a molecule will only remain on the
sample if the temperature is extremely low, or if the molecule is formed relatively deep
in the substrate and, as a consequence, is sterically prevented from desorbing. Hence the

Figure 10. Coverages of (a) C and (b) F atoms on the Si sample as a function of exposure to 100 eV
CF3 for different sample temperatures; (c) Si etching yield as a function of the exposure.
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yield of SiF4 is relatively independent of the sample temperature (directly) but is critically

dependent on the number of precursor (–SiF3) species present on the surface.

The relatively constant yield predicted in Figure 13 illustrates that the standing coverage

of –SiF3 is virtually unchanged at the different temperatures despite the higher desorption
of both SiF2 and SiF3.

In the case of SiF3 and SiF2, these molecules can maintain 1 and 2 bonds, respectively,

with the surface atoms and are consequently less prone to spontaneous desorption. Given

that SiF2 can bind more strongly to the surface than SiF3, the relative trends of the traces

shown in Figure 13 are self-explanatory. These trends will only be broken when the

desorption efficiency of SiF2 becomes sufficiently high that it reduces the standing

coverage of –SiF2 groups (and thus interrupts the production of SiF3 groups).
Figure 14 shows the cumulative yields of all ejected products, including those arising

from scattering of the incident molecules, at different sample temperatures. From the

figure we note that with increasing temperature, the yield of F increases, the yield of

CF remains effectively constant and the yields of CF2 and CF3 decrease slightly. The yields

of larger molecules CxFy (x41, y40) and SixCyFz (x, y, z40) are effectively constant as a

function of temperature. The increase in the amount of F atoms leaving the surface

indicates more CF3 dissociation is occurring at higher surface temperature (the reaction
probability has increased). There is also an increased production of Si-containing species

at higher temperatures. Figures 13 and 14 combine to reveal illustrate a higher turnover of

F atoms at higher temperatures.
Considering the C-containing species that are found to leave the surface, the bulk of

these arise as a result or direct or dissociative scattering (CF4; CFx (x¼ 0–3)). Most of the

remaining C-containing fragments are ejected as a result of direct physical sputtering.

F atoms released from the incident molecules react preferentially with Si atoms. Hence,
chemical etching processes tend only to remove C atoms when they are incidentally

attached to a larger Si-containing group. The tendency of C atoms to persist on the

Figure 11. A breakdown of the chemical and physical Si etching yields as a function of sample
temperature for Si(100)-2� 1 exposed to 100 eV CF3.
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surface coupled with the increased dissociation at higher temperatures leads to the
increasing coverages as a function of temperature seen in Figure 10(a). The effect saturates
once the combination of incident energy and surface temperature results in C being
extracted from the incident molecules at close to the maximum efficiency.

Figure 15 shows a detailed comparison of the yield-per-incident CF3 of the SiF2, SiF3

and SiF4 etch products as a function of exposure at 300 and 600K. For both temperatures,
during the initial stages the yield of SiF2 increases sharply, reaches a maximum and
then decreases toward a steady-state. For SiF3 and SiF4, the yields increase more gradually
as the simulation processes and then reach their steady-states. These species have very
weak or no maxima in their yield as a function of exposure. The variation in yield-per-CF3

of the different products reflects the different exposures required to produce the relevant
precursor groups on the surface. Significant production of SiF2, SiF3 and SiF4 require SiF,

Figure 12. Atomic densities in the sample as a function of depth after 40 ML exposure to 100 eV
CF3 at sample temperatures of 300 and 800K.
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SiF2 and SiF3 functional groups, respectively, to be present on the surface. Hence, at low
exposures (less than 12ML) the yield of SiF2 is greater than that of SiF3. After �12ML
exposure, the yield of SiF3 becomes the largest. At 300K, when the yield of SiF2 reaches
its maximum, SiF3 and SiF4 molecules start to appear, while at 600K, SiF2 and SiF3 are
produced simultaneously. After 2.5ML exposure, SiF4 molecules start to emerge. Over the
course of the simulations at 300 and 600K, the yield of SiF4 always remains the lowest.
The relative ease with which SiF3 can be induced to leave the surface prevents the
formation of a large standing coverage of SiF3 functional groups (SiF4 precursors) in the

Figure 13. Yield of the major Si etch products as a function of sample temperature for 100 eV CF3

incident on Si (100)-2� 1.

Figure 14. Yield of all ejected products, including those arising from the incident molecules for
100 eV CF3 incident on Si (100)-2� 1 at different sample temperatures.
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reaction layer. With increasing temperature, the steady-state coverage of F atoms is not

significantly changed (as shown in Figure 10b), while the yield of F-containing Si etch

products increases. Hence, even though the standing coverage does not change, there is

a higher turn-over of F atoms at the higher temperatures. This occurs through more

effective extraction of the available F-atoms from the incident molecules, which is also

reflected in the increased uptake of C atoms by the surface (see Figure 10).
In our simulations, with increasing substrate temperature the etch yields of SiF2

and SiF3 increased, while the yield of SiF4 was almost independent of the substrate

temperature. The etching rate increases from 0.199 to 0.373 when the temperature is

increased from 100 to 800K. Both physical and chemical erosion mechanisms are

enhanced by elevating the sample temperature, with the chemical process showing the

greatest enhancement in relative terms. The increased Si etch yield is mainly contributed

by increased desorption of SiF2 and SiF3 molecules. This behaviour was observed

experimentally by Winters and Coburn using mass spectrometry during Si etching by

Figure 15. The yield-per-CF3 of SiF2, SiF3 and SiF4 etch products as a function of exposure to
100 eV CF3 at sample temperatures of 300 and 600K.
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XeF2 [11]. In their experiments they observed that when the substrate temperature was
increased from room temperature to 600K, Si etching was enhanced and SiF2 species were
desorbed. Sebel et al. performed Arþ-assisted Si etching by XeF2 in the temperature range
T¼ 150–800K [105]. They also reported that the etch rate was enhanced with increasing
substrate temperature. A number of experimental studies have demonstrated that the
substrate temperature affects the desorbing species during etching [11,106]. Humbird
and Graves performed MD simulations of spontaneous etching of silicon by F atoms as
a function of surface temperature and have reproduced similar behaviour [39,107].
These authors propose that at higher temperatures the SiFx layer begins to spontaneously
decompose to produce SiF2 species that desorb from the surface. They also point out that
since MD simulation can only capture events on the picosecond time-scale, the simulations
will tend to underestimate the production of SiF2 species relative to the experimental
results. (This underestimation should also present in our simulations.) For 100 eV CF3

bombardment (current work) SiF2 species are not the main product. In the simulation, we
impinge 100 eV CF3 molecules one after another with no interval time between two
sequential impacts. In reality, the typical impact interval on such a sample area would be
on the order of a millisecond. Therefore, in the simulations spontaneous decomposition of
SiF2 species is limited as a consequence of the high impact rate. The short time between
impacts results in an increase in the probability of SiF3 formation versus SiF2 desorption.

4. Plasma–surface interactions

This section outlines some of the main results and conclusions that have been derived for
PSI-relevant MD simulations. It is by no means exhaustive, but it will provide a good
starting point from which to approach the field. We will cover the general mechanism that
have been proposed as well as come of the specific results generated.

4.1. Mechanisms of PSI

When species (such as radicals and ions) in plasmas interact with silicon, a number of
chemical and physical events may occur, depending on the bombarding species, the flux
and the energy. Neutral radicals will have a low kinetic energy, determined by the plasma
temperature. In contrast, ions approaching a surface will experience acceleration due to
the presence of a sheath potential. To completely understand the physics and chemistry
involved, it is important to understand the various interactions both in isolation and in
concert. When only radicals impact on a silicon surface, they may be reflected away from
the surface after experiencing some energy loss or they may be adsorbed on the surface via
chemical reaction or physisorption, due to their relatively low kinetic energy. In contrast,
when only ions impinge on the surface the acceleration across the sheath potential
results in a much more significant collision cascade. Some translational energy is
transferred from the incident ions to the surface and the near-surface region and may
results in a variety of processes including:

(1) A local thermal spike that promotes diffusion and creates phonons that may
supply the activation energy required for bond cleavage;

(2) direct bond-breaking to create dangling bonds, including possible sputtering and
abstraction events;
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(3) for chemically reactive molecular ions, reaction (possible coupled with fragmenta-
tion) with surface atoms resulting in adsorption, implantation or nucleation;

(4) collision-induced desorption of physi- or chemisorbed species;
(5) sputtering and/or displacement of atoms in the surface or near-surface region

[108].

Three mechanisms have been proposed to explain material erosion in the presence of
reactive ions. The first mechanism is chemically-enhanced physical sputtering, proposed
by Mauer et al. [103] for reactive ion etching of Si by a CF4 plasma. It suggests the
formation of volatile products (SiFx) that are more weakly bound to the surface than
unreacted Si and are thus more susceptible to physical sputtering. The second mechanism,
proposed by Tu et al., is called chemical sputtering [104]. It suggests that ion
bombardment induces a chemical reaction producing weakly bound molecules that can
spontaneously desorb from the surface. In the specific case studied by Tu et al. (Arþ and
XeF2 incident on Si and SiO2), they proposed that the incident species induce a reaction
between Si and adsorbed F, leading to the formation and subsequent desorption of SiF4.
The third mechanism, which was originally suggested by Coburn et al. and later expanded
upon by Flamm and Donnelly, is characterized as a damage-induced chemical reaction
[109,110]. It proposes that the lattice damage caused by ion bombardment results in
enhancement of a chemical reaction on the surface relative to the reaction rate on the
undamaged material.

When ions impinge on the silicon surface in the presence of fluorine or fluorine-based
molecular radicals, the phenomena occurring are complex. Figure 16 illustrates this
complexity. This figure was produced by Humbird and Graves to present the lifecycle of Si
under bombardment by CF2 and F at thermal energies and Arþ at 200 eV [58]. The
bombardment produces a layered structure consisting of a Si–C outer layer above a Si–F
region. The SiF and SiC layer were found to move through the substrate with Si being
removed as part of the etch products. The argon ions play a variety of roles in the

Figure 16. The Si lifecycle as deduced from the simulation results of CF2 : F :Arþ bombarding
silicon. (Reused with permission from David Humbird, Journal of Applied Physics, 96, 2466 (2004).
Copyright 2004, American Institute of Physics.)
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concerted etching process The ions may deposit their energy at different regions in the
surface generating the range of processes illustrated in the figure. The main processes
identified were: (a) mixing F into the Si substrate (extending the SiF layer), (b) disrupting
the SiF layer (enhancing mobility), (c) disrupting the SiC–SiF interface (advancing the
SiC layer), (d–f) disrupting the SiC layer (‘de-fluorinating’ the SiC and transporting Si to
the surfaces where it can react with F atoms) and (g) collision induced desorption of
atomic and molecular species from the surface. The Si–C layer formed near the surface
region acts as an etch inhibitor. However, the impact of the Arþ ions ensured that there
is sufficient mobility of F and Si through this layer to maintain an etching mechanism
while sustaining the layer structure.

Humbird and Graves also discussed the mechanisms of Arþ-assisted etching of silicon
by F and Cl [107]. They concluded that two mechanisms (chemically enhanced physical
sputtering and chemical sputtering) play an important role in etching. Ion-assisted etching
is interpreted as chemical sputtering. Chemical reactions induced by the ion collision
cascade create weakly bound SiFx products. These weakly bound species can leave the
surface during or promptly after the impact. In the simulation, chemically-enhanced
physical sputtering is defined as a mechanism where etching products are created promptly
after impact. For the case of 100 eV Arþ and a F/Arþ ratio of 5, the calculations
demonstrate that 27% of the ion-assisted etching is attributable to chemically-enhanced
physical sputtering, the remainder is from chemical sputtering.

Barone and Graves used MD simulations to investigate characteristics of chemical and
physical sputtering of fluorinated silicon [35]. In their simulations, fluorinated reaction
layers with varying F/Si ratios were fabricated by bombarding the silicon surface with F.
These layers were then subjected to energetic Arþ bombarding. They concluded that at
low F/Si ratio (F/Si 50.5) only enhanced physical sputtering was observed. However,
at ratios of F/Si40.5 in the fluorinated layer a chemical sputtering mechanism appeared
to be dominant.

In our studies of 100 eV CF3 interacting with silicon surfaces F atoms play two roles.
During the collision cascade, F atoms react with Si atoms to weaken the binding to the
surface. Simultaneously, F and C atoms transfer some of their momentum to the surface
atoms and induce physical sputtering. The energy deposited by CF3 incident molecules
in the layer was concentrated near surface region [35]. The deposited energy may
be used to redistribute F atoms from the surface to deeper layers where they can react
with Si atoms and subsequently to transport the resulting SiFx to the surface. Relative
to the thermal desorption energy, for molecules incident at 100 eV the energy
deposited around the impacting site is very large. Therefore, at 100 eV pure chemical
sputtering is limited and the chemically enhanced physical sputtering mechanism is
dominant.

4.2. Species effects

Fluorocarbon plasmas consist of many types of CFx species and reactive ions (Fþ, CFþ,
CFþ2 , CF

þ
3 ). In addition, etched products (SiFx; x¼ 1–4) can be ionized and return to the

surface. Therefore, systematic investigation of how these neutral species and ions interact
with the Si surface is useful. The following is a brief overview of some of the work that
has been done on relevant systems.
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4.2.1. F Radical

The interaction of F with silicon surfaces is of great importance during etching, and thus
has been intensively studied via experiments and simulations [11,39,49,60,83,111–125].
Experimental data shows that as the F exposure increases, a fluorinated reaction
layer consisted of SiFx (x¼ 1–3) is formed [11]. The formation of this layer results in
spontaneous etching at room temperature. When Si(111) bombardment by F atoms with
energies in the range of 0.1–1 eV was simulated by Gadiyak et al. [113], the F atoms were
found to always saturate dangling bonds forming SiFx species. For impacting F2 molecules
they also found that, with adsorption on the silicon surface, F2 dissociates due to the
release of the Si–F bond formation energy. Both of the released atoms may adsorb on the
surface or one may scatter away. Humbird and Graves investigated spontaneous etching
of silicon by atomic fluorine using their improved Tersoff–Brenner type potential [39].
At 300K, the simulated etch probability, defined as the number of silicon atoms
removed per incident F atoms, was 0.03, which is in good agreement with many
experiments [114,126]. The simulations show that the primary etch products are SiF4

(71%), Si2F6 (27%) and Si3F8 (1%). Smaller clusters (SiF, SiF2, SiF3) represented less than
1% of the etch products. These findings directly supports the assumption by Winters
and Coburn that in experiment most of SiF2 etch products arise from cracking of Si2F6

and only a very small amount of SiF2 is formed directly [11]. The calculations predict
that the most likely kinetic energy for SiF4 is about 0.2 eV, while for Si2F6 the most likely
kinetic energy is about 0.1 eV.

4.2.2. Arþ ion

Under Arþ bombardment, an initially crystalline surface will become amorphousized.
Graves and Humbird performed simulations to investigated energetic Ar-ion induced
amorphousization and recrystallization of Si [56]. Under bombardment an amorphous
layer is established in the outermost region of an initially crystalline lattice. Once formed,
the thickness of the amorphous layer was characteristic of the incident energy used and
was found to be maintained by a kind of dynamic balance. The result implies an ability
to recrystallize a sample by reducing the ion energy. Figure 17 shows the ion-induced
amorphous silicon and subsequent recrystallization that they induced via ion energy
control. From the figure, a steady-state amorphous layer with a thickness of �18 Å is
established under 200 eV Arþ bombardment. The authors then reduced the incident energy
in a step-wise fashion to 100, 50, 20 and 10 eV respectively. At each step the amorphous
layer thickness tended to stabilize at a lower value as a result of lattice recrystallization. It
was found the ion energy had to be reduced in the controlled fashion shown in order to
induce rapid recrystallization. Changing from 200 eV directly to 20 eV resulted in a much
slower process. This was attributed to the requirement to deposit sufficient energy near the
amorphous–crystalline interface in order to induce atomic rearrangement. Too high an
energy will maintain a thick amorphous layer, too low will mean that too few ions will
reach the boundary region and recrystallization will be very slow.

4.2.3. Fþ ion

Aoki et al. investigated the impact processes of fluorine atoms, molecules and clusters
((F2)30). Their results for 50 eV Fþ bombarding silicon surfaces show that F atoms saturate
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silicon bonds and weakly bound SiFx species are formed near the surface region [127].
In the case of incident F atoms or molecules, they found that removal of Si does not occur
for energies less than 10 eV/atom and the incident species are merely adsorbed on the
surface. However, even at 1 eV/atom F2-clusters can produce etching via chemical
desorption of SiFx species. With increasing incident energy, the ratio of fluorinated to
non-fluorinated species leaving the surface decreases. At high energy (100 eV/atom) the
clusters removed large amounts of unfluorinated Si atoms and clusters via sputtering.
At low energies a fluorinated Si surface was more resistant to etching/sputtering than
bare Si.

4.2.4. CFþx ions

Toyoda et al. investigated energy-controlled and mass-selected CF3 ions interacting
with Si surfaces experimentally [128]. They measured the time evolution of neutral
radicals desorbing from the surface by appearance mass spectrometry. The yield of CF2

increased monotonically with exposure to CF3 until a steady-state was reached. They
found that the SiF2 desorption reached its maximum at about 3ML exposure.
Subsequently, the SiF2 desorption decreased and reached a steady-state after about
40ML exposure.

Figure 17. Plot showing amorphous silicon layer thickness as a function of Arþ fluence as ion
energy is changed (solid line). The approximate amorphous layer thickness (left axis) decreases from
�18 to �2 Å as the ion energy (right axis) is reduced stepwise from 200 eV to 10 eV. (Reprinted
from Applied Surface Science, 192, D.B. Graves and D. Humbird, Surface chemistry associated with
plasma etching processes, 72–87, Copyright (2002), with permission from Elsevier.)
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Abrams and Graves systemically simulated CFx ions bombarding amorphous silicon
surfaces [30,33]. For CF3 ions, they obtained a steady-state etch yield comparable to
experimental data [129,130]. Comparisons with available experimental data demonstrate
that their new TB-form potentials could qualitatively predict the etching dynamics on the
atomic level. Similar to F bombardment, CF3 exposure results in a fluorine-rich reaction
layer being formed on the surface, through which a balance between deposition and
removal of C and F atoms is established. The thickness of the reaction layer increases with
increasing CF3 incident energy. For simulations involving CF and CF2, their results
showed a C-rich layer being formed rather than a F-rich layer. A transition from net
fluorocarbon deposition (for CF) to net Si etching (for CF3) is predicted. This was due to
the increased number of F atoms per incident particle when switching from CF to CF3.
During interaction with the silicon surface, these molecular ions can dissociate to produce
free F atoms. These atoms can react with Si atoms to form weakly-bound SiFx species and
may lead to etching. Simulations of energetic CF bombarding silicon surfaces performed in
our group predict formation of silicon carbide near the surface region [92]. Jang and
Sinnott simulated CFþ3 and C3F

þ
5 bombarding a polystyrene surface. Their simulations

predict that CFþ3 is most effective at fluorinating the surface (a prerequisite for etching)
[40]. In contrast, C3F

þ
5 was judged to be more efficient at growing fluorocarbon thin films

due to long-lived CF2 being the dominant fragment produced.

4.2.5. SiFþx ions

As part of their efforts at elucidating the surface chemistry of plasma etching processes,
Graves and Humbird performed MD simulations of SiFþ3 bombarding a silicon surface at
100 eV and normal incidence [56]. This is analogous to an ionized etched product being
redeposited on a plasma-facing surface. Figure 18 show the resulting uptake of Si and F
from impacting SiFþ3 and the corresponding etching of the original silicon atoms as a
function of ion fluence. The inset on the figure shows the atomic configuration at the end
of the simulation. The bombardment results in the formation of a deep crevice on the
surface. F atoms were not found to intermix appreciably into the substrate, whereas
‘redeposited’ Si atoms were well mixed with the original silicon in the reaction layer.
As a consequence, steady etching of the original Si was observed even in the presence of
significant new Si deposition. The resulting surface was similar to those obtained for
F bombarding pure Si. Due to the intermixing, the ‘redeposition’ of ‘etched’ products
does not hinder the etching of the original substrate atoms.

Helmer and Graves investigated SiFx (x¼ 0–3) impacting fluorinated silicon surfaces
with energies ranging from 0.1 to 100 eV. In their simulations, the effects of sticking,
reflection or dissociation of the impacting species, reactions with surface species and
sputtering of the surface on the incident angle was studied in detail [38]. The authors noted
the complexity of the system, where the results obtained are critically dependent on the
chemical composition of both the incident and surface species as well as the angle of
incidence and the incident energy.

4.3. Synergistic effects

Many experiments have demonstrated that ions play an important role in etching.
The synergistic effect of chemically active radicals and energetic ions in plasma was

International Reviews in Physical Chemistry 263

D
o
w
n
l
o
a
d
e
d
 
A
t
:
 
1
5
:
5
0
 
2
1
 
J
a
n
u
a
r
y
 
2
0
1
1



initially investigated by Coburn and Winters for the combination of XeF2 gas and Arþ

etching amorphous silicon [11,131]. In their experiment initially XeF2 only, then XeF2 and

450 eV Ar ions together and finally only 450 eV Ar ions were exposed to the surface.

Figure 19 shows the measured etch rate during the various exposure periods. This

experiment unambiguously demonstrated the synergistic effect. The etch rate of the

combination of XeF2 and Arþ is much greater than for either of the species individually.

Humbird and Graves also demonstrated a synergistic effect during simulations of F and

Arþ bombarding a Si surface [107]. Figure 20 shows the F uptake and surface SiFx species

distribution as a function of F fluence both in the absence and presence of 200 eV Ar ion

bombardment. In their simulations, after the surface is exposed to F atoms, a steady-state

coverage of SiFx species is quickly established. When this surface was bombarded

simultaneously with F and 200 eV Arþ ion the uptake F increases substantially and

the coverage of SiFx species in the surface changes. In particular, there is a dramatic

increase in the amount of SiF on the surface and a decrease in the coverage of SiF3.

The simulation results indicate that ion-induced mixing plays a primary role in enhancing

the etch rate of Si atoms in the presence of F.
Results for CF2, F and Arþ impacting silicon surfaces showed that a silicon carbide

surface layer above an F-rich layer is formed as shown in Figure 21 [58]. In these

simulations, the kinetic energies of the thermal species (CF2 and F) were chosen from a

Maxwell–Boltzmann distribution around 300K, while the Ar ions were incident at 200 eV.

Figure 18. Fluorine uptake and silicon etch and deposition plots for Si bombarded by SiFþ3
at 100 eV. The final atomic configuration is shown in the inset. The small atoms are F, the large
atoms are the original Si (dark), and deposited Si (light). (Reprinted from Applied Surface Science,
192, D.B. Graves and D. Humbird, Surface chemistry associated with plasma etching processes,
72–87, Copyright (2002), with permission from Elsevier.)
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As shown in Figure 21 a layered structure emerges, with an SiC outer layer, then an SiFx

layer, and amorphous Si layer and finally the original ordered Si structure. The SiC and

SiFx layers were formed as a result of Ar ion impact and ion-induced mixing. Carbon in

the SiC layer raises the total atomic density and acts as an etch inhibitor by preventing Ar

ions from reaching the SiF layer. The Arþ energy remaining after penetration of the Si–C

layer directly determines the etch yield. If the SiC layer grows sufficiently thick to prevent

the ions reaching the SiF layer, etching ceases. This work was extended by Végh et al. [132]

who studied Si etching in the presence of fluorocarbon species (CF and C4F4), F atoms

and Arþ. The aim was to determine suitable conditions that would permit steady-state

etching in the presence of a fluorocarbon film. By selection of a suitable set of input

parameters it was possible to achieve this. Of primary importance was the presence of a FC

species with suitably high sticking probability. This ensured the formation of a porous film

structure, allowing continued transport to and from the underlying Si. It was concluded

that ion-assisted processes consisted of (1) ion energy deposition, (2) ion-induced mixing

and (3) reaction promotion.

4.4. Surface composition and structure

The surface composition and structure can influence the outcome of Si etching. In

addition, the etching process will be influenced by chemical modification of the surface

prior to or during the actual etching. Several studies have been performed on the

etching of fluorinated silicon surfaces. Barone and Graves simulated fluorinated silicon

surfaces under bombardment by energetic Ar (20, 50 and 200 eV) [35]. They found that

for low F content (550%) only physical sputtering was predicted, but with a higher

yield than that observed for pure amorphous silicon. At higher F contents, the ion

Figure 19. Silicon etch rate as a function of time for exposure to XeF2 (0–200 s), combined Arþ and
XeF2 (200–650 s) and Arþ (4650 s). (Reprinted from Surface Science Reports, 14, H.F. Winters and
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impacts resulted in the formation of SiFx species in the layer, analogous to chemical
sputtering.

To elucidate the role of fluorocarbon surface layers formed during ion-assisted etching,
we have simulated CF3 ions bombarding silicon surfaces covered by a fluorocarbon (FC)
layer formed prior to bombardment [133]. It was found that the composition of the
reaction layer is dynamic during etching. The steady-state reaction layer is continuously
renewed by the incident CF3 ions. Compared with the bare Si surface the etch rates are
significantly decreased in the presence of the FC layer. Végh et al. also reported that the
etch rates decrease with increasing FC layer thickness [132]. This is due to the presence of

Figure 20. Change in (a) total F uptake, (b) surface species coverage as a result of F bombardment
in the absence (5210) and presence (4210) of 200 eV Ar ions (F :Arþ ratio¼ 5 : 1). (Reused with
permission from David Humbird, Journal of Vacuum Science & Technology A, 23, 31 (2005).
Copyright 2005, AVS The Science & Technology Society.)
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FC layers hindering etchants from penetrating into the deeper layers and retarding

products leaving the surface. If the FC film layer deposited is hard, dense and cross-linked,

no steady-state etching is established and the etching eventually ceases. When a sufficiently

open and porous FC layer is grown (via selection of appropriate FC species), it was

possible to maintain steady-state etching in the presence of an FC layer. Therefore, the FC

layer can have a significant influence on Si etching.
In addition to composition, the surface structure also plays a determining role in

etching. Humbird and Graves found that the etch rate on the amorphous silicon is about

70% higher than on the crystalline Si surface [107]. This is due to the more open structure

of the amorphous surface. However, structural effects will ultimately be transitory since

the etching process will tend to impose its own steady-state structure on the sample.

In some cases the effect of etching will be the formation of a ‘passivation’ layer resulting

in the cessation of the etching process and the creation of a new ‘stable’ surface with an

altered composition and structure.

Figure 21. Side view of layered structure generated by bombarding a Si surface with CF2 and F
(both at thermal energies) and Arþ at 200 eV. Ratio of CF2 : F :Arþ¼ 7 : 2 : 1. (Reused with
permission from David Humbird, Journal of Applied Physics, 96, 2466 (2004). Copyright 2004,
American Institute of Physics.)
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5. Concluding remarks

We have attempted to give an overview of the application of classical molecular dynamics
to the study of PSI-relevant systems, particularly CFx containing plasmas interacting with
Si-based surfaces. Both the practical aspects of implementing the simulations and
a consideration of the typical results obtained have been provided. We have discussed the
effects of the temperature control (the application time of the heat bath, the rising time),
the relaxation time of the (post-) bombarded sample, the cell size, the time-step and the
integration time on the etching. The simulation results show that the heat-bath application
time and the cell size have the greatest effects. The other factors have no major influence
on the etching (within the parameter range investigated).

The effects of the substrate temperate on etching have been investigated in detail. With
increasing substrate temperature, the etching rate increases, which is in good agreement
with the available experimental results. The increased etch yield with increasing
temperature is mainly due to the increased desorption of SiF2 and SiF3 species. The
composition of the desorbing species is critically dependent on the sample temperature.
However the standing coverage of SiFx species is less dependent on the temperature
because the increased desorption rate at higher surface temperatures is compensated for by
a higher turnover of F atoms from the incident CF3 molecules.

The range of processes that can occur during PSI is already well established. However,
the relative importance of the different mechanisms is critically dependent on the precise
energies and chemical composition of the plasma. The precise chemical species that
are incident on the surface and the composition of the surface play a crucial role in
determining the outcome. In particular, the existence of synergistic effects can result in
dramatic changes to the process by means of relatively minor modification of the plasma.
Hence, fully characterizing the plasma parameter space will enable enhancement and
optimization of the control of plasma processing.
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